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ABSTRACT

There is clear demand for reliable forecasts of climate at seasonal time scales for a variety of societal applications. This paper discusses the role of ocean observations in the different components of a seasonal forecasting system, namely the initialization of the ocean, coupled model development and calibration of model output, concluding that the maintenance and enhancement of the current observing system is of paramount importance for further progress in seasonal forecasting.

It is shown that the assimilation of ocean observations improves the skill of seasonal forecasts. Results indicate that no observing system is redundant. Independent observations, not directly assimilated, are necessary for the improvement of assimilation methods and numerical models, thus increasing the information content of the observations. Forecast calibration requires long observational records to produce historical ocean initial conditions. These are equivalent to ocean re-analyses, which, continuously brought up to real-time, allow the monitoring of relevant climate variables.

The current forecasting systems are not making optimal use of the existing observations, in particular in regions where model error is large and/or where the initialization is inadequate. This is particularly noticeable in the equatorial Atlantic. Improvements in numerical models and initialization strategies are needed to exploit the full potential of current and future observing systems.

1. INTRODUCTION

Good-quality seasonal forecasts with reliable uncertainty estimates are of great value to society, allowing institutions and governments to plan actions to minimize risks, manage resources and increase prosperity and security. Human and economic losses that may be caused by adverse climate events can be mitigated with early warning systems (e.g. famine, epidemics) and disaster preparedness. Equally, adequate planning can aid the exploitation of favourable climate conditions.

Seasonal forecasts predict variations in the atmospheric circulation in response to anomalous boundary forcing [1], such as that provided by variations of sea surface temperature (SST) and land conditions (snow depth, soil moisture). Of special importance are the variations of the tropical SST, which have the potential to alter the large-scale patterns of atmospheric circulation associated with tropical convective cells. Thus, the predictability of climate variability on seasonal time-scales relies largely on the initial conditions of the model ocean.

Seasonal forecasting is currently a routine activity in several operational centres, with a growing number of economic and societal applications especially in the agriculture, health and energy sectors. The consolidation of seasonal forecasting over the last decade has been possible thanks to the improvement in coupled models and data assimilation methods, availability of atmospheric fluxes from reanalyses, and the development of the ocean observing system. In particular, the implementation of the full TAO/TRITON array in the Equatorial Pacific during the 10-yr (1985-94) Tropical Ocean Global Atmosphere (TOGA) program has been instrumental in advancing prediction of the El Niño/Southern Oscillation (ENSO), which is still considered the corner-stone of seasonal forecasting. The skill of
seasonal forecasts has further improved with the advent of satellite altimeters and Argo. There is potential for improving the prediction of other modes of inter-annual variability, such as the Indian Ocean Dipole [2], which will benefit from the on-going development of the Indian Ocean observing system. The potential of the current observing system for seasonal forecasts has not yet been fully exploited, and further progress is expected. It is essential that we maintain the current observing system in the years to come.

This paper discusses the value of the ocean observing system in an end-to-end seasonal forecasting system. Section 2 offers a brief overview of the importance of ocean variability for the prediction of the local and regional climate variability that impacts society. The current understanding of the role of ocean observations in developing and implementing end-to-end seasonal forecasting systems is discussed in section 3. Section 4 provides a brief discussion of how the information from dynamical forecast systems can assist decision makers. However, more work is still needed in improving and completing the observational systems, in improving the assimilation methods that ingest the observations and in improving the models that seek to capture the relevant processes. Thus, the paper concludes with an outlook for the next decade, offering a perspective on the major challenges ahead and a set of recommendations for future developments of the ocean observing system and its use from a seasonal forecasting perspective.

2. IMPACTS OF SST ON CLIMATE

The dominant climate fluctuations at interannual time scales are related to ENSO, a quasi-periodic warming of sea surface temperatures in the eastern and central equatorial Pacific affecting the patterns of temperature and rainfall in much of the world [3]. ENSO plays a dominant role in the climate anomalies over the land areas surrounding the entire Pacific basin. The effects of ENSO are also noticeable in other tropical and extra-tropical regions via the so-called atmospheric bridge [4],[5], in, for example the Indian monsoon, Atlantic hurricanes and the climate of southern and eastern Africa. The importance of ENSO in seasonal forecasts is further enhanced by its potential predictability [6]. It has been shown that the most predictable variations in worldwide precipitation at interannual time-scales are related to ENSO [7].

Anomalies in SST other than ENSO can also drive temperature and precipitation anomalies on seasonal time-scales. Examples include the connection of the tropical Atlantic with north-east Brazil rainfall [8], [9] and the rainfall in west Africa and Sahel [10], [11], the impact of the extratropical Atlantic (e.g. [12]) on European climate, and the tropical Indian Ocean [13] (in particular the mode of variability known as the Indian Ocean Dipole [3], [14]) impact on east African rainfall and the Indian monsoon. The warming of SST in the tropical Indian after El Niño enhances the anticyclone in the Philippine Sea and impacts the climate in the east Asia [15]. Notable impacts of Pacific and Indian Ocean SST on the US droughts have been reported [16].

Apart from SST, there are other sources of seasonal predictability. The memory provided by snow depth and soil moisture should also be considered in seasonal forecasting systems. Studies have shown that increased concentration of greenhouse gasses also has a signature on seasonal forecasts [17]. More recent studies point to the role of the stratosphere in increasing seasonal predictability [18].

3. ELEMENTS OF AN END-TO-END SEASONAL FORECASTING SYSTEM

Seasonal forecasting systems are based on coupled ocean-atmosphere general circulation models that predict both the SSTs and their impact on the atmospheric circulation. Seasonal forecasting is considered an initial-value problem, in that the information provided by the initial conditions (especially the ocean) determines the predictability of the system. The chaotic nature of the atmospheric response is taken into account by issuing probabilistic forecasts, obtained by performing an ensemble of coupled integrations. Because of deficiencies in coupled models, the forecasts need calibration before the forecast is issued. A calibration is done by conducting a series of retrospective seasonal hindcasts, which in turn requires ocean initial conditions for a historical period (typically 15-25 years), equivalent to an ocean reanalysis. The hindcasts are also needed for skill assessment.

The generation of ocean initial conditions is the first step in a seasonal prediction system. Assimilation of observations into an ocean model forced by prescribed atmospheric fluxes is the most common practice for initialization of the ocean component of a coupled model. The emphasis is on the initialization of the upper ocean thermal structure, particularly in the tropics, where SST anomalies have a strong influence on the atmospheric circulation.

The information from the initial conditions is projected into the future by forward integration of numerical ocean-atmosphere general circulation models. To sample the inherent uncertainty of seasonal predictions, model integrations include an ensemble of forecasts from slightly perturbed initial conditions or model formulations. The quality of the
A coupled model is critical for achieving accurate seasonal forecasts. Observations of the ocean and atmosphere have contributed to the understanding and parameterization of relevant processes, leading to the improvement of coupled models. For instance, Fig. 1 shows that the improvements in ENSO forecasts at the ECMWF over the past decade. The improvements can be attributed equally to better initialization of the ocean and improved coupled models.

![Relative Reduction in SST Forecast Error](image)

**Figure 1. Progress in the seasonal forecast skill of the ECMWF operational system during the last decade. The solid bar shows the relative reduction in mean absolute error of forecast of SST in the eastern Pacific (NINO3). The brown-striped bar shows the contribution from the ocean initialization, and the white-striped bar is the contribution from model improvement.**

In spite of the improvements, forecasts from a single forecasting system are often not reliable enough. This is especially true for seasonal forecasts of precipitation: deficiencies in model formulation result in overconfident forecasts, in the sense that the ensemble spread often does not include the verifying observation. Ensemble generation techniques that sample model uncertainty (multi-model ensemble), and that are efficient at capturing the coupled model growing modes (i.e. breeding vectors) are needed. In addition, a posteriori calibration procedures are used in an attempt to obtain reliable forecast products.

The following sections discuss how improvements in end-to-end dynamical seasonal forecasting systems rely on three interconnected efforts: (1) assimilation and initialization methods, (2) process studies and model improvements, and (3) assessment and verification.

### 3.1 Initialization of the ocean and ocean re-analyses

The simplest way to initialize the ocean is to run an ocean model forced with winds and fresh water fluxes and with a strong relaxation of the model SST to observations. This technique would be satisfactory if errors in the forcing fields and ocean model were small. However, surface flux products and ocean models are both known to have significant errors. The uncertainty induced in the upper ocean by using different wind products can be as large as the interannual variability. Assimilation of ocean observations is then used to constrain the estimation of the ocean state.

Sea surface temperature observations are essential. Most of the initialization systems also use subsurface temperature (from XBT’s [19], moored buoys [20] and Argo [21]), most recently also salinity (mainly from Argo), and altimeter-derived sea-level anomalies (SLAs) [22]. The latter usually need a prescribed external Mean Dynamic Topography (MDT), which can be derived indirectly from gravity missions such as GRACE and, in the near future, GOCE [23]. Some of the initialization systems use an on-line bias correction scheme or relaxation to climatology to control the mean state. An overview of ocean re-analyses (ORAs) systems used for initialization of operational or quasi-operational seasonal forecast systems is provided in [24].

The ocean re-analyses used for the initialization of seasonal forecasts are a valuable resource for climate variability studies and have the advantage of being maintained in near real-time, so that the time variability of relevant climate variables can be monitored. This complements the ENSO monitoring based on TAO/TRITON at http://pmel.noaa.gov/tao. Most of the operational systems offer real-time information about selected ocean fields and observation coverage. Fig. 2 shows time series of a proxy for upper ocean heat content anomalies (averaged temperature anomalies in the upper 300m) in selected areas from 1985 to present from seven different ORAs [25]. The anomalies were based upon the 1985-2002 climatology and smoothed with a 12-month running mean. The dispersion between the curves can be taken as a measure of uncertainty in our knowledge of the climate. The uncertainty in some indices is larger than others: the interannual variability of the Indian Ocean dipole and the decadal variability of the north subtropical Atlantic seem to be robust among ORAs. All the ORAs also show warming trends in the North Atlantic and global ocean, but there is uncertainty in the magnitude of the
trend. This uncertainty is large in later years and it is important to determine the origin of this uncertainty (observations used, data assimilation methods, models, forcing fields, etc.). Reducing uncertainty in the estimation of climate indices should be a high priority for the community. More sophisticated monitoring tools have been developed by the Climate Prediction Center (CPC) of the National Centers for Environmental Prediction (NCEP) in the USA to monitor and assess the Indian Ocean Dipole [3], tropical Atlantic variability [33] and Pacific Decadal Oscillation [34] (http://www.cpc.ncep.noaa.gov/products/GODAS).

Figure 2: Time series of averaged temperature anomalies in the upper 300m in selected areas from 1985 to present. Seven real-time operational ocean re-analyses are shown. From [25]

Major progress has been achieved during the past decade in the field of ocean data assimilation, largely stimulated by international coordination through GODAE [35]. The first generation of ocean initialization systems were univariate and assimilated only temperature data: the observations of temperature were used only to correct the model temperature field, leaving the other model variables untouched. These systems were able to reduce the uncertainty in the thermal structure, and sometimes would improve the forecast skill. However the resultant velocity and salinity fields were often degraded since the univariate assimilation procedure introduced dynamical inconsistencies. Nowadays most of the ocean initialization systems are second generation: they assimilate temperature, salinity and sea level via

<table>
<thead>
<tr>
<th>Area Average Indices</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>NINO3 5°S-5°N, 90-150°W</td>
<td></td>
</tr>
<tr>
<td>NINO34 5°S-5°N, 170-120°W</td>
<td></td>
</tr>
<tr>
<td>NINO4 5°S-5°N, 160°E-150°W</td>
<td></td>
</tr>
<tr>
<td>EQ3 5°S-5°N, 150°E-170°W</td>
<td></td>
</tr>
<tr>
<td>EQPAC 5°S-5°N, 130°E-80°W</td>
<td></td>
</tr>
<tr>
<td>EQIND 5°S-5°N, 40°-120°E</td>
<td></td>
</tr>
<tr>
<td>WTIO 10°S-10°N, 50°-70°W</td>
<td></td>
</tr>
<tr>
<td>STIO 10°S-0°N, 90°-110°E</td>
<td></td>
</tr>
<tr>
<td>EQATL 5°S-5°N, 70°W-30°E</td>
<td></td>
</tr>
<tr>
<td>NSTRATL 5°N-28°N, 80°W-20°E</td>
<td></td>
</tr>
<tr>
<td>NATL 30°N-70°N, 70°W-15°E</td>
<td></td>
</tr>
<tr>
<td>NPAC 30°N-70°N, 100°E-100°W</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Definition of area average indices
multivariate schemes, imposing physical and dynamical constraints among different variables. Results from several of these “second generation initialization systems” show that the assimilation of ocean data in the ocean initialization improves seasonal forecast skill, although ultimately, the impact of initialization in a seasonal forecasting system will depend on the quality of the coupled model [24], [36].

The skill of seasonal forecasts is often used to gauge the quality of the ocean initial conditions. This may not always be appropriate, since the quality of the coupled model is also important - if the major source of forecast error comes from the coupled model, improvements in ocean initial conditions would have little impact on forecast skill. This is something to bear in mind when interpreting results of the impact of ocean data assimilation on seasonal forecasts.

Several studies have demonstrated the benefit of assimilating ocean data on the prediction of ENSO [37], [38], [39], among others). The benefits are less clear in other areas, such as the equatorial Atlantic, where model errors are large and there is no long history of moored observations, as in the Pacific.

The initialization strategy can influence the mean and variability of seasonal forecasts. Ref [40], using the latest version of the ECMWF seasonal forecasting system (S3), evaluates three different initialization strategies, each of which uses different observational information. Strategy i) uses ocean, atmospheric and SST information, strategy ii) uses atmospheric information and SST, and strategy iii) uses only SST, as in [41]. In method (i), the coupled system thus starts close to the observed state but it is not obvious that this leads to the most skilful forecasts as the method can have undesirable initialization shocks. Method (iii) can reduce the initialization shock since the atmospheric and ocean models will be in closer balance at the start of the coupled integrations. The three experiments can also be seen as observing system experiments. Differences between (i) and (ii) are indicative of the impact of ocean observations, and comparison of (ii) and (iii) are indicative of the impact of the atmospheric observations that were used to produce the atmospheric reanalyses. Results show that the initialization strategy has an impact on both the mean state and the interannual variability of coupled forecasts. They also show that, in this particular system, initialization shock does not preclude forecast skill, and the most skilful forecasts are those obtained when the initial conditions are closer to the “real ocean state”, even if this causes sizable adjustment processes.

Fig. 3a shows the relative reduction in the monthly mean absolute error (MAE) resulting from adding information from the ocean and/or atmospheric observations for the 1-7 month forecast range in the regions defined in Table 1. Observational information has the largest impact in the western Pacific (EQ3), where the combined information of ocean and atmospheric observations can reduce the MAE more than 25% (50% in the first 3 months, not shown). With the exception of the equatorial Atlantic (EQATL), the best scores are achieved by strategy i). This means that for the ECMWF system, the benefits of ocean data assimilation and the use of fluxes from atmospheric (re)analyses more than offset problems arising from initialization shock.

Seasonal forecast skill can also be used to evaluate the ocean observing system. Fig. 3b shows the relative reduction in the 1-7 month forecast error by including information from the moored arrays, altimeter-derived sea-level anomalies and the mean dynamic topography (MDT) used as reference for the altimeter-derived anomalies. The statistics are for the period 1993-2006. The information from the mooring array is the dominant factor in improving skill in different regions of the equatorial Pacific and improves the skill in the equatorial Indian Ocean (likely a remote effect). The impact of the external MDT is also quite substantial in the Pacific, and to a lesser degree the equatorial Indian Ocean. The effect of altimeter data is more noticeable in the NINO3 and NSTRATL. Moorings, MDT and altimeters also have a positive impact on the WTIO, although the individual contributions are small. The equatorial Atlantic again stands out as the only region where the different observational information consistently has a detrimental effect, indicative of problems with either the assimilation system and/or the coupled model.

Fig. 3c shows the impact on forecast skill of Argo, moorings and altimeters. The statistics have been calculated only for the (rather short) Argo period 2001-2006 and so the impacts are best considered as indicative rather than definitive. The figure shows that no observing system is redundant. Argo has a dominant impact in the western Pacific (NINO4) and equatorial Indian Ocean. Argo is the only observing system with a significant positive impact on the WTIO and SETIO regions. The information from the moorings is still dominant in most of the equatorial Pacific, although in the NINO4 region it is less important than that from Argo. Meanwhile altimetry has a significant positive impact in the equatorial Pacific, and is the only observing system with positive impact in the north subtropical Atlantic. Again, for this period, all the observing systems have a negative impact on the EQATL region.
Figure 3: Impact of initialization in forecast skill for different regions, as measured by the reduction in mean absolute error for the forecast range 1-7 months. The different areas in the x-axis are defined in Table 1. (a) Comparison of initialization strategies for the period 1987-2006. OCOBS indicates the impact of ocean observations, ATOBS indicates the impact of atmospheric observation, while OC + AT represents the combined impact of atmospheric and oceanic data. (b) Comparison of altimeter, moorings and MDT for the period 1993-2006. ALTI indicates the difference in skill between NO-ALTI and ALL, and MOOR the difference between NO-MOOR and ALL. MEAN indicates the differences from using the different MDTs. (c) Comparison between Argo, altimeter and moorings for the period 2001-2006. ARGO represents the difference between NO-ARGO and ALL. Only differences exceeding the 70% significant level of a one-tailed T-test are shown. From [40]
Figure 4: Depth-Time sections of salinity for the period 1999-2006 at 156E and 5N (upper row), Equator (central row) and 5S (lower row). The left column is for experiment NOS, where only temperature is assimilated and a balanced T-S relationship is not imposed. The second column, for experiment TH, is for the experiment when only temperature data is assimilated including the T-S relationship. The third column is for experiment ALL, where salinity and temperature are assimilated. The right column shows the observational value from the TRITON array. Vertical grid lines mark the beginning of each year. The horizontal grid line interval is 30 m. From [56].

The impact of the TAO/TRITON array and Argo float data has also been evaluated with the JMA seasonal forecasting system [42] by conducting data retention experiments for the period 2004-2007. The results (not shown) are consistent with the above ones, indicating that TAO/TRITON data improves the forecast of SST in the eastern equatorial Pacific (NINO3, NINO4), and that Argo floats are essential observations for SST prediction in the tropical Pacific and Indian Oceans.

3.2 Process studies, model and assimilation development

Model errors can be reduced through an improved understanding and model representation of physical processes governing climate and its variations. Successful examples on how new findings from process studies have been transferred into climate models are discussed in [43]. This transfer process, essential to ensure progress in climate research, has been the underlying spirit of the TOGA/COARE and CLIVAR programs. The observational and modelling campaigns of TOGA/COARE resulted in the formulation and understanding of important processes, such as the role of the intraseasonal variability (in particular the MJO) in the triggering of ENSO, and the role of the barrier layer in the rectification of intraseasonal variability [44], which had previously been overlooked. As a result, major advances have taken place during the last decade on understanding and modelling of the interaction between intraseasonal and interannual variability. In particular, the possible effect of the MJO on the triggering of ENSO stimulated lively debate (see [45] for a review), and observational evidence has been instrumental in distinguishing between the different conceptual models. The Pacific moored buoy array reveals energetic MJO events prior to almost all modern ENSO warm events [46]. Statistics based on global reanalysis products shows significant lag correlation between ENSO SST and MJO activities, with SST lagging, especially in boreal spring [47]. The slow eastward propagation of the MJO makes it much more effective in generating oceanic Kelvin waves than other.
atmospheric stochastic perturbations [48]. The intraseasonal Kelvin waves provide a connection between the MJO and warm ENSO events [49] and statistically, MJO forcing may account for as much variance in peak ENSO SST anomalies as the seasonal and longer time-scale dynamical processes embodied in classical ENSO theories [50]. Westerly wind burst activity can be modulated by the SST in the warm pool. The current consensus is that the role of the MJO on ENSO is that of multiplicative noise, with the MJO providing a stochastic forcing to the climate system, which can be rectified by non-linear feedbacks [51]. The representation of the MJO and related feedbacks is an active area of research in coupled model development and ensemble generation.

More recent examples of observational campaigns aimed at model improvement include the EPIC (East Pacific Investigation of Climate), [available through www.eol.ucar.edu/projects/epic], DIMES (Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean) [http://dimes.ucsd.edu], KESS (Kuroshio Extension System Study) [http://uskess.org], and the recent VOCALS-Rex campaign, conducted in 2008 for the study of the southeastern Pacific stratocumulus region with scientific goals ranging from addressing large-scale sea surface temperature (SST) model biases, to aerosol impacts upon cloud properties [www.eol.ucar.edu/projects/vocals]. Targeted observational campaigns will contribute in the years to come to improved modelling of air-sea interaction processes in the boundary layer (role of ocean waves in ocean mixing, diurnal cycle, etc), which are essential to continued progress on numerical weather and climate forecasts.

Ocean observations are also used to formulate multivariate relationships, an important ingredient in a data assimilation system. Based on ocean observations, a multivariate relationship between temperature and salinity (T-S) has been proposed [52], forcing the preservation of water mass characteristics. This multivariate T-S relationship was successfully implemented at ECMWF [53], significantly improving the estimation of ocean state. State-dependent multivariate covariances can be estimated with coupled breeding approaches yielding improvements in the salinity state estimates and density stratification and an impact on forecast skill [54] [55]. The importance of imposing the balanced T-S relationship is illustrated in Fig. 4, from [56]. It shows that without the balanced relationship between temperature and salinity it is not possible to represent the high salinity of the South Pacific Tropical Water (lower row), leading to the erosion of the vertical stratification and eventual degradation of the barrier layer. Results also demonstrate the value of salinity observations, indicating that only when salinity observations are assimilated is it possible to represent the strong meridional salinity gradient in the western equatorial Pacific, with low salinity waters north of the equator (upper row). [Results in Fig. 4 are from experiments conducted with the MOVE/MRI.COM-G system [26], where the T-S relationship is accomplished by coupled T-S EOF modes].

Figure 5: Longitude-time section of the difference of the warm water heat content (kcal·cm\(^2\)) at the equator between two assimilation experiments, with and without salinity corrections. From [56].

Fig. 5, also from [56], illustrates the importance of salinity corrections in the representation of the barrier layer. The figure shows the variation of the barrier layer thickness and the difference in the warm water heat content between two ocean analyses, with and without salinity corrections. The warm water heat content is defined as the heat content in the water exceeding 28°C. The thick barrier layer is displaced according to the ENSO cycle. It moves to the eastern equatorial Pacific during the large El Niño of 1997 and temporarily disappears after that. The location of the large positive differences in warm water heat content between the two analyses has good correspondence with the position of the thick barrier layer. The barrier
layer tends to increase heat content in the warm water by reducing the vertical mixing in the analyses with salinity corrections. In the experiment without salinity corrections, the resultant weak stratification prevents formation of a substantial barrier layer, leading to a reduction of warm water heat content. Thus, the salinity correction improves the subsurface temperature field by estimating the vertical density stratification properly and subsequently impacting mixing.

The comparison of ocean analyses with independent observations, such as current data, which are usually not assimilated, has led to major improvements in data assimilation methods, eventually increasing the information content gleaned from the ocean observations. Fig. 6 illustrates this by showing results from the current and a previous generation of ocean analysis. The previous (first) generation (green line) does not use multivariate relationships in the assimilation schemes. The current (second) generation of ocean analysis uses physically based relationships between fields and often assimilates salinity and altimeter data (black and red lines). In the first generation of analyses the temperature error was improved with respect to a forced ocean run where no ocean data are assimilated (blue line), but at the expense of degrading the ocean currents and salinity. In the second generation, shown in the study by the black and red lines [28], both the temperature and salinity errors are greatly reduced with respect to the forced run without significant degradation of ocean currents.

3.3 The role of ocean re-analyses in calibration and skill assessment.
Seasonal forecasts need calibration. The first step in a calibration process is to create a training data set. This is obtained from a set of historical hindcasts that provides an estimate of the model climatological PDF. Ocean initial conditions spanning the chosen calibration period, equivalent to an ocean “reanalysis” of the historical data stream, are required. An historical record of forecast past performance is also required for skill assessment. To prevent artificial skill, it is important that the observation used in calibration not be used in the skill assessment. In the seasonal forecast, the quality of the re-analysis will have an impact on both the calibration and on the assessment of the skill.

The most common calibration consists of correcting the error in the mean, i.e. correction of the first moment of the distribution. This requires the comparison of the model climate with the observed climate, usually obtained from ocean/atmospheric reanalysis. However, correcting the mean state is often
The estimate of the uncertainty given by the ensemble (e.g., IRI http://portal.iri.columbia.edu/portal/server.pt, EUROBRISA http://eurobrisa.cptec.inpe.br/ [57]).

The success of a calibration technique depends strongly on the length of the historical record (long enough to contain many individual realizations) and on stationarity of the forecast errors during the training period. Ref. [58] shows the value of long training data sets in applications related to medium range weather forecasts, where longer records systematically improve the skill of calibrated probability products at all lead times from 1 to 10 days. For seasonal forecasts, the optimal length of the hindcast record still needs to be established. Although in principle a longer hindcast record is better, there may be practical limits caused by uncertainty in the observations and ocean-reanalyses. For example, it is not clear how valuable is a retrospective re-analysis extending too far into the past, especially if the observational coverage is sparse, resulting in large uncertainty in the ocean re-analyses. Equally, uncertainty in the verifying observations (for instance, precipitation), should be considered in the results of the calibration process [58].

4. MAKING FORECASTS USEFUL FOR SOCIETY

The types of seasonal forecast application products are quite varied and depend on the available prediction skill and the societal needs. Several gaps exist between the information typically provided in seasonal forecasts (low spatial and temporal resolution) and that needed by the specific applications, such as agriculture or heath. Developments at scientific, political and institutional levels are needed to ensure that climate information serves societal needs [59]. This section discusses some efforts within the scientific community to enhance the usability of seasonal forecasts, a process involving both climate and application specialists.

A serious obstacle for the direct application of seasonal forecasts is the lack of reliability, especially for predictions of precipitation. In many cases, calibration of a single model output is insufficient to obtain reliable products. Motivated by the need to sample model error, activities on multi-model ensemble systems were initiated during the DEMETER project [60]. The multi-model approach has been followed by several institutions for operational products. An example is the EUROSIP initiative, which issues operational multi-model seasonal forecasts combining three individual seasonal forecasting systems (ECMWF, MetOffice and Meteo France), and the ongoing efforts of the Asia-Pacific Economic Cooperation (APEC) Climate Center (APCC) [61]. The larger spread of the multi-model allows better probabilistic calibration, increasing the reliability of seasonal forecasts. This is particularly important for extreme events. As an example, Fig. 8 shows seasonal forecasts of the frequency of tropical cyclones resulting from the EUROSIP operational multi-model [62].
Another obstacle for direct application of seasonal forecast output lies in the coarse spatial and temporal resolution of the information. Seasonal forecasts are usually skillful on the large scale patterns, but the locally specific information has greater uncertainty. One option is translation of larger-scale forecasts to local scale, done either statistically or dynamically, with adequate downscaling methods. A similar problem occurs with the temporal resolution, usually 3-month seasonal means. Often applications require characteristics of the weather within the seasonal climate, such as dry spells, start of the rainy season or hot/cold spells. Some of these variables can be predictable, such as the frequency of rainfall within a season [63], or the start of the Northern Australian wet season, highly modulated by ENSO [64].

However, there are applications that require weather parameters that we cannot predict at seasonal time scales. On such occasions statistical tools such as weather generators are used. For both spatial and temporal downscaling good quality data sets are needed. Some pilot projects have demonstrated the feasibility of downscaling for agricultural [65] and health applications [66]. In all cases, tailored climate forecasts over land must be based on the most accurate possible forecast of the large-scale climate, which depends critically on the quality of the SST predictions [67]. See [59] for a detailed discussion on the applicability of seasonal forecast products.

In summary, calibration and multi-model combinations are used to provide reliable seasonal forecasts. This leads to more reliable forecasts of climate, which are per se useful to society (one clear example is the seasonal prediction of tropical cyclones). But often, specific applications require further elaboration and post-processing. As an example, the EUROBRISAs project is concerned with the provision of seasonal forecasts for hydroelectric planning, agriculture managing and dengue prevention in Brazil. This requires downscaling techniques or specific application models which can cope with the seasonal forecast information. In some applications, the calibration is applied to the output of the application models rather than to the dynamical model output. Fig. 9 shows the skill of forecasts in predicting dengue occurrence at a lead time of five months in Brazil from the ECMWF component of the EUROBRISA system.
5. PRESSING NEEDS AND FUTURE PROSPECTS

Observations of the ocean have been essential for the development of seasonal forecast systems, and we expect that further development in the ocean observing system, accompanied by development of numerical tools and human resources, will yield greater progress. The ocean observations are critical for the ocean initialization by constraining the state of the upper ocean. They have contributed to the understanding of processes leading to better models and assimilation techniques. Historical and near real-time ocean re-analyses have facilitated forecast calibration and skill assessment.

It has been shown that the prediction skill of ENSO-related SST has been steadily increasing thanks to improvements in initialization of models and in the numerical models themselves. But skilful seasonal forecasting is by no means routine. Errors in the coupled models are a limiting factor, both for prediction of SST, and more importantly, for representing the response of the atmosphere to the SST forcing. This is currently one of the big obstacles for accurate and reliable seasonal forecasts.

There is evidence that the current generation of initialization systems still does not make optimal use of the existing observations. For instance, in most of the existing operational systems, initialization is done in uncoupled mode: by using forcing fluxes from atmospheric re-analysis, the uncoupled initialization has the advantage of incorporating relevant atmospheric variability, such as westerly wind bursts associated with MJOs. However, this strategy can lead to initialization shock, which can reduce forecast skill. As an example, it has been shown that the warm bias of most coupled models in the eastern Pacific may limit ENSO-related variability in the model. The initial adjustment processes can probably be mitigated by initialization strategies that take into account the air-sea interaction processes. In the oceanographic community there have been several attempts, of diverse complexity, at performing coupled data assimilation [68], [69], [70], but this is often at the expense of not initializing the atmospheric synoptic and intraseasonal variability. The approach has great potential in the initialization of decadal forecasts. A coupled approach to ensemble generation may also be important for representation of forecast uncertainty since ensembles are generally of limited size. Uncertainties in the initialization can be effectively sampled with coupled bred vector (BV) techniques, aimed at capturing the uncertainties related to the slowly varying coupled ENSO instabilities thus improving the ensemble mean SST forecasts [55]. Whether or not is possible to obtain a more balanced initialization while still accurately initializing the different time scales relevant for a seamless prediction system remains an open question.

Much improvement of coupled models and assimilation systems during the last decade has been due to the use of observing system experiments (OSEs) to evaluate the impact of the ocean observing system on the SST forecasts [71]. However, the OSE approach is more limited when evaluating the observing system outside the equatorial Pacific. The altimeter data have shown some positive impact in the north subtropical Atlantic, and all the observing systems show a modest positive impact in the Indian Ocean, but it is not clear whether this is a local impact or a remote effect, resulting from ENSO teleconnections. There are several reasons for this difficulty in obtaining a clear demonstration of the impact of observations: short record lengths, coupled model errors, and deficient assimilation methods. In some cases, like the Indian Ocean, the observing system has not been in place long enough for OSEs to yield significant results. In other cases, like the equatorial Atlantic, results from OSEs consistently show negative impact of ocean observations. Understanding the reason for such a failure is a pressing priority for the research community, although deficiencies in coupled model simulation of the equatorial Atlantic are surely implicated.
It would be desirable to evaluate the impact of the ocean observations on forecasts of atmospheric variables. To date, deficiencies in the atmospheric model response to the given SST forcing (and sensitivity to the details of SST anomalies) is a serious limiting factor for assessing the impact on precipitation. The lack of a long validation period is also an obstacle [72]. For instance, results from the OSEs presented in section 3.1 indicate that assimilation of ocean data improves the seasonal forecast of tropical cyclones over the Atlantic basin (Vitart, private communication), but it was not possible to identify the contribution of individual observing systems.

An alternative to the OSE approach is the Observing System Simulation Experiments (OSSEs), where an observing system is simulated and evaluated using a “perfect model” scenario, with known statistics for model and observation errors [71], [73]. This is the approach followed by [70] to study the adequacy of the observing system to constrain different aspects of the ocean circulation relevant for seasonal and decadal time scales. The OSSEs can also be used to evaluate data assimilation system and model errors. For instance, the results from [70], indicating that feasibility of accurate estimation of the twentieth-century upper ocean heat content, appear to conflict with results from the intercomparison studies [25], [74], [75], [76], which indicate a large uncertainty in the time variability of regional variations of upper ocean heat content. This apparent contradiction suggests sub-optimality of the current ocean data assimilation systems, which do not adequately represent the error statistics of models and observations, and hints of potential for improvement. However, it also may indicate that one has to take care interpreting the results from OSSEs. In that regard, the ocean community should build on the experience in the atmospheric community where it is generally accepted that OSSEs should be conducted with well-validated runs and careful simulation of the observing system.

The ocean mixed layer is important for the representation of air-sea interactions associated with deep atmospheric convection. The ocean mixed layer is an important factor governing the propagation of the MJO [77], and the vertical resolution of the ocean mixed layer should be fine enough to allow representation of the diurnal cycle and fast response of SST to the intense convective cooling. Better treatment of the mixed layer improves monsoon and MJO prediction at monthly time scales [76]. Improved predictions of the MJO at monthly time scales can improve seasonal forecasts. For instance, all the seasonal forecasting systems at ECMWF failed to produce the amplification of the 1997 El Nino initialized in May because of the inability of the model to propagate an MJO event already developed in the Indian Ocean [79]. Observations of temperature and salinity in the ocean mixed layer will improve the representation and initialization of intraseasonal variability, leading to better forecasts of the MJO at monthly time scales. This will undoubtedly result in better seasonal forecast skill.

Finally, it is important to remember that the ultimate goal of seasonal forecasts is to provide benefits for society. Greater efforts are needed to develop pilot projects to demonstrate applicability. The success and eventual operability of a future forecast system depends on the active involvement of application scientists and decision makers as collaborating partners. Greater efforts are required to improve links between the forecast providers and application models. Effective Climate Information Services (CIS) are needed for decision making and to ensure that local climate services are able to respond to local users.

6. RECOMMENDATIONS

6.1. Recommendations for providers of observation data

1. It is essential to maintain the current observing system in the years to come and complete observing systems still under development.

2. Complete implementation of the RAMA mooring array in the Indian Ocean. Also add moorings in the south equatorial Atlantic in regions where PIRATA sampling is currently very sparse.

3. Collect observations of the ocean mixed layer, needed for better representation of processes related with the air-sea interaction at intraseasonal time scales, such as the MJO. This is likely to benefit medium-range, monthly and seasonal forecasts.

4. Ensure availability of independent data, such as ocean currents from current meters, sea-level gauges and transport estimates, which are important to validate results from the assimilation systems. Semi-independent data, such as the OSCAR currents or Argo-derived velocities, are also very valuable, since they often involve an independent methodology.

5. Continue observations of sea-ice concentration and thickness, which are likely to be important for a wide range of time scales, from weeks to decades.

6. Enhance the in situ network of surface salinity observations, to complement impending satellite salinity missions, in order to reduce the large uncertainties in the fresh-water budget over the oceans.
6.2 Recommendations to the modelling and data assimilation communities

7. Further develop models and assimilation methods to exploit existing observations. Special attention should be paid to those areas where existing observations appear to have a negative effect on forecasts, such as the equatorial Atlantic.

8. The assimilation community should be ready for the timely use of imminent observing systems, such as those coming from gravity missions, surface salinity and the newly-developed Indian Ocean observing system.

9. Continue efforts on ocean re-analyses, aiming at providing long, climate-quality records of the history of the ocean. This includes efforts on observation retrieval and quality control, as well as the improvement of assimilation methods. In particular, it is important to develop methodologies to extrapolate observational information into the past, to mitigate the spurious variability induced by the rapidly evolving ocean observing system.

10. Improve forcing fluxes from atmospheric re-analyses, ensuring that the products continue in near real-time as needed for the production of historically consistent records of ocean initial conditions, and provide uncertainty estimates.

11. Continue efforts in the oceanic and atmospheric community to develop more balanced initialization techniques that mitigate the undesirable initial adjustments by taking into account the air-sea interaction processes.

12. Work should continue on SST products and re-analyses. Ocean and atmosphere reanalysis would benefit from historical SST reconstruction resolving time scales shorter than one week as far into the past as possible. Future SST analyses resolving the diurnal cycle will be of interest for model development and shorter range forecasting.

13. Work should continue on OSEs and OSSEs so as to evaluate current and future ocean observing systems as well as current and future assimilation methods.
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